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MOTIVATION
Traditional flood modelling systems rely on readings from
sparsely located static weather stations and computationally
expensive physics-based simulations that can’t react in real-
time. Existing solutions for predicting floods or flood risk:

1. Use a single data source (e.g. river levels, drainage net-
works, etc)

2. Social media: use simple keyword analysis

3. Rely on physics-based simulations that can take a long
time to run

With this in mind, we want to:

1. Explore contemporary artificial intelligence (AI) models
for predicting flood risk in multiple dimensions at once.

2. Use a range of heterogeneous data sources - everything
from rainfall radar data to social media posts.

3. Enhance situational awareness with real-time predic-
tions.

Ultimately, we want to build a system that is capable of pre-
dicting flood risk in real-time.

SOCIAL MEDIA
By analysing tweets from twitter, we hope to identify human-
itarian needs and the worst affected areas during a flood-
ing event. Example hashtags we have downloaded data
from include floods, flashfloods, StormChristoph,
NSWFloods, and more.

To do this, we are classifying social media posts into positive
/ negative sentiment categories by the emojis used using a
transformer encoder AI model, and have currently achieved a
validation accuracy of 79.6%.

In an initial analysis, we found that overall, replies to tweets
are more positive than the original tweets themselves (see be-
low).

We also tried classifying images associated with tweets by
the predicted sentiment of the tweet using a ResNet50, and
achieved an accuracy of 60.6%.
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DATA FUSION
A focus of this project is combining multiple heterogeneous data sources. We will achieve this in 2 phases.
In the first part, we will use CLIP [2] to combine both tweet text and social media image together to predict positive / negative
sentiment with the goal of increasing overall accuracy.

In the second part, we will look at combining the rainfall radar AI model with the social media models. We plan to investigate
multiple options, such as using a rainfall radar model to direct the attention of a social media model, or vice versa. In doing so,
we could for example catch and analyse tweets that may otherwise have been missed.
By combining multiple different data sources, we plan to increase accuracy and overall situational awareness by processing a
range of information in real-time.

RAINFALL RADAR
Inspired by [1], we are exploring predicting water depth from
rainfall radar data and a heightmap.

2 dimensions: By running a physics-
based model (CAESAR-Lisflood),
water depth information can be
obtained as labels (see left) for an AI
model.

Classification: With an autoencoder-
based architecture, we intend to train
a classifier that predicts whether cells
in a 2d map contain water or not.

Future plans include predicting classes of water depth and
testing the model’s generalisability.

FUTURE WORK
In the future, we aim to:

1. Social media: We will use CLIP to combine text and im-
ages to improve sentiment prediction accuracy. We will
also investigate using topic and/or geographic analysis
to identify the primary topics being discussed, and how
people feel about them.

2. Rainfall radar: Work on implementing the rainfall
radar-based water depth prediction model. Once imple-
mented, we will measure the model’s performance and
generalisability.

3. Data fusion: We will explore combing the above 2 ap-
proaches by using 1 to direct the attention of the other.
In this way, we hope to increase prediction accuracy and
performance.


